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ABSTRACT

The current tendency in the life sciences to spawn ever grow-
ing amounts of high-throughput assays has led to a situa-
tion where the interpretation of data and the formulation of
hypotheses lag the pace at which information is produced.
Although the first generation of statistical algorithms scru-
tinizing single, large-scale data sets found their way into the
biological community, the great challenge to connect their
results to existing knowledge still remains. Despite the fairly
large number of biological databases that is currently avail-
able, a lot of relevant information is found in free-text for-
mat (such as textual annotations, scientific abstracts and
full publications). In this paper we explore how an inte-
grated analysis of expression data and literature-extracted
information can reveal biologically meaningful clusters not
identified when using microarray information alone. The
joint analysis is validated in terms of transcriptional regula-
tion.

General Terms

Data fusion, Expression analysis, Text Mining

1. INTRODUCTION

Concurrent with the swelling amounts of data that are nowa-
days produced by high-throughput technologies, grows the
amount of hypotheses and information they bring about. In-
tegrating data from a single experiment with various other
types of information, including sequence, protein structure,
gene function or disease associations, could leverage the
value of an experiment significantly. Indeed, as (1) the cost
of data collection is high, (2) measurements are often noisy
or unreliable and (3) established relationships in the tran-
scriptome or proteome are fragmentary at best, a deeper
integration of various information sources will benefit the
knowledge discovery process. In practice, a successful un-
derstanding of complex genetic mechanisms (such as regula-
tion, functional understanding,...) critically depends on the
interaction between statistical analysis and various knowl-
edge sources, such as annotations databases, specialized lit-
erature and curated cross-links between them [2]. Despite
these efforts, the current interaction between experimental
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data analysis and text-based information still requires exten-
sive user intervention. Gene expression experiments, which
measure large-scale genetic activity under a variety of bi-
ological conditions are excellent examples of environments
that rely strongly on this interaction.

Although first-generation computational tools for the analy-
sis of expression data are becoming increasingly widespread
[32], the assessment of biological meaning to the results
constitutes a major challenge. The present strategies for
knowledge-based expression data analysis rely on the premise
that statistical data analysis and biological knowledge com-
plement each other through a linkage of two independently
constructed sources containing conceptually related records
(see Masys et al. [26] and Vidal et al. [44]). The use of free-
text as a potentially more informative information source in
gene expression analysis was demonstrated in early work as
by Tanabe et al. [41], Blaschke et al. [5], Jenssen et al. [21]
and Shatkay et al. [38]. They pioneered systems that re-
trieve, summarize and mine MEDLINE-based information.
Later work use various methods to profile (Chaussabel et al.
[7], Glenisson et al. [15]) or score (Raychaudhuri et al. [35])
groups of genes based on text.

The great challenge lies in integrating various data sources
deeply into a learning algorithm (e.g., Pavlidis et al. [30],
Segal et al. [37], Raychaudhuri et al. [36]) or comparative
framework (e.g., Yamanishi et al. [46]), rather than using
or linking them independently. This way one hopes to un-
cover relations that are not detectable by analyzing one data
source alone.

In this work we explore various aspects of data integration,
including (a) the problem of establishing good representa-
tions, (b) ways to combine heterogeneous information and
(¢) the conundrum of independent and time-efficient vali-
dation. More specifically we investigate the combination
and resulting joint analysis of yeast expression data and
literature-extracted information. We evaluate our setup in-
dependently in ‘motif space’ by conducting a cis-regulatory
motif analysis on the results.

Section 2 presents our framework of algorithmic data inte-
gration and specifies the information sources used in this
study. We show in Section 3 that the keyword-based vector
representation of literature can contribute to the detection
and profiling of functionally related gene groups. In Sec-
tion 4 we propose ways to integrate expression- and text-
based information, while Section 5 clarifies more in detail



how we evaluate our setup in motif space. In Section 6
we show how clustering the integrated data-text representa-
tion contributes positively to the analysis of gene expression
data. We further discuss these results and their implications
in Section 7.

2. GENE EXPRESSION, KEYWORDSAND
MOTIFS

Typically, the current expert’s environment is composed of
a data world which encompasses high-throughput data and
statistical methods on the one hand, and a knowledge world,

which contains existing domain information dominantly present

in free-text form on the other hand. Within this terminol-
ogy, data analysis is increasingly shifting towards a deep
interaction of human expertise with those two worlds. To
increase the efficiency of such interaction, we aim at over-
coming the artificial separation of the two worlds (i.e., sepa-
ration between tools for data analysis and those for informa-
tion retrieval) by using domain literature in the same way
as expression data, after transformation of textual domain
knowledge into a suitable numerical format. In Figure 1
we give an overview of our approach: starting from a lit-
erature repository we compute a document index based on
the vector space model which results in a document-term
matrix. For each gene we summarize all documents that
are linked to it (e.g., as query results from PUBMED or as
entries in a curated gene-literature repository) by merging
the associated information. Having all genes represented in
term vector space (indicated as (a) in Figure 1), we mathe-
matically combine the text profiles with values in the gene
expression matrix of a microarray experiment (indicated as
(b) in Figure 1). This combination can be performed ei-
ther by pooling the feature vectors from expression and text
space or by combining the corresponding (possibly trans-
formed) distance matrices. Further on we will show that in
some cases there exists an equivalence between these ways
of combining data. Subsequently, we cluster the augmented
data structure and validate our approach in motif space (in-
dicated as (c) in Figure 1) by scoring and comparing various
resulting solutions to the ones where solely expression data
is used. In what follows we will introduce the case study
and specify the information sources used.

Adopted information sources

Our text-based information source consists of a literature
index for yeast genes constructed from a corpus of 24,909
yeast-related MEDLINE abstracts. These abstracts and
their gene associations were extracted from the curated lit-
erature references available in the Saccharomyces Genome
Database® as of 11 Jan 2003. Central to the theme of this
paper is the gene expression experiment. We use the yeast
expression data from Cho et al. [9][39]. From the 3000
variance-normalized expression profiles, we withhold those
1745 that had literature references and therefore text pro-
files. To check whether choosing this subsample of genes
puts a bias on our findings, we calculate the linear correla-
tion between the a priori chance to find a motif in this set of
genes versus the a priori chance to find a motif over the en-
tire genome. We obtain a value of 0.998, ensuring that the
gene selection procedure does not deeply change the mo-
tif composition in the gene set. Similar observations hold

1http://Www.yeastgenome.org
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Figure 1: Overview of the Meta-clustering framework of ex-
pression data and textual information. After representing
all genes in term vector space (indicated as (a)), we math-
ematically combine the text profiles with values in the gene
expression matrix of a microarray experiment (indicated as
(b)). The integrated data structure is subsequently clus-
tered and validated in motif space (indicated as (c)).

for analyses performed on gene subsets from Tavazoie et al.
[42], hence, we can exclude effects that are tied to the gene
selection procedure and compare our results to this previous
work.

For the regulatory sequence analysis we use a set of 42
cell-cycle motifs, compiled from the aforementioned yeast
expression analyses and listed as supplementary material
(see Appendix). Consensus sequences for these motifs are
extracted from the TRANSFAC Database [27] and string
searches for each motif sequence over all 800bp upstream re-
gions result in a gene-by-motif matrix containing raw counts
(indicated (c) in Figure 1). We note that although much
more advanced methods than string-based searches for mo-
tif detection are available (e.g., AlignACE [19], INCLU-
Sive[10]), this choice still constitutes a reasonable approach
to validate our setup (see, e.g., Bussemaker et al. [6], Gasch
et al. [13]).

3. LITERATURE-BASED GENEANALYSIS

In the vector space model [1], a text body is represented
by a vector (or text profile) of which each component cor-
responds to a single (multi-word) term from the entire set
of terms taken into account (i.e., the vocabulary). For ev-
ery component a value denotes the presence or importance
of a given term, represented by a weight. Indexing is the
calculation of these weights:

N
wij = 10g(;)
J

N represents the total number of documents and n; is the



number of documents containing term j in the collection.
The logarithm is often called inverse document frequency
(IDF). Each w;; in the vector of document ¢ is a weight for
term j from the vocabulary. This representation is often re-
ferred to as bag-of-words. In this paper we confine ourselves
to the IDF weighting scheme, as it turned out to be a rea-
sonable choice for modelling pieces of text comprising about
500 terms. We express similarity between pairs of docu-
ments as the cosine of the angle between the corresponding
normalized vector representations. The underlying hypoth-
esis states that high similarity between documents testifies
to a strong semantic connection between them.

Both the scale and diversity of the information contained
in the MEDLINE database form a barrier to a fast, func-
tional interpretation of groups of genes. Retrieving litera-
ture that deals specifically with gene function does in fact
constitute a research topic on its own (see e.g., Leonard et
al. [24] and the newly established TREC Genomics Track?).
A well-selected corpus, together with a domain- or problem-
oriented vocabulary on the other hand, already alleviates
this problem in a first approximation. Therefore we con-
sider all MEDLINE abstracts that are referred to in SGD’s
literature database as an acceptable, noise-free and domain-
specific source of information. As the information covered
in this subset is still immensely vast, we choose a domain-
specific vocabulary that acts as a perspective to the liter-
ature. Although a corpus-derived vocabulary might be the
first logical choice in a vector-based text mining approach,
we construct a tailored vocabulary based on the Gene On-
tology® (GO). Restricted vocabularies are also suggested in
Stephens et al. [40] and more recently in Chiang et al. [8].
As GO is a dynamic controlled hierarchy of terms with a
wide coverage in life science literature, we consider it an
ideal source to extract a highly relevant and relatively noise-
free domain vocabulary. The Porter stemmer [12] is used to
canonize plurals and conjugations, and the domain vocab-
ulary is additionally crafted by (a) chopping long entries
such as ‘re-entry into mitotic cell cycle after pheromone ar-
rest (sensu Saccharomyces)’ into smaller components such
as ‘re-entry’, ‘mitotic cell cycle’ and ‘pheromone arrest’ ac-
cording to hand-made rules and by (b) further pruning re-
sulting terms that occur less than twice and more than five
thousand times. As a term space for each document in the
collection, we hence obtain a vocabulary consisting of 15,057
(possibly multi-word) GO-extracted terms.

With a literature index for each document in the collection
at hand, we summarize, for each gene, the text indices of
all documents that are linked to it (in our case: via SGD’s
curated gene-literature repository). The textual profile of
a gene i is then a vector of terms j obtained by taking the
average over the N; indexed documents to which it is linked:

N.
L
gi =Agiti =15 Y " wis}
b k=1

This operation pools the keyword information contained in
all documents related to a gene into a single vector (see
(a) in Figure 1)). For gene CLN1, for example, this would
yield terms as ’cyclin’, 'gl’, ’cell cycle’, ’bud’ and ’cdk’ as
top scoring terms. We refer to Glenisson et al. [16][17] for

®http://medir.ohsu.edu/~genomics/
3http://www.geneontology.org
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Figure 2: Dendrogram illustrating interrelatedness of 10
cell-cycle groups as established by the text representation

Table 1: Text Coherence score for all cell-cycle groups
Group | p-value

Cell cycle control | 1.0le-167
DNA repair | 3.91e-61
Fatty acids, lipids | 4.28e-08
Glycosylation | 6.29e-06
Methionine | 9.88e-28
Mitotic exit | 1.50e-82
Nutrition | 1.76e-18
Pseudohypae | 2.79e-05
Secretion | 1.11e-06
Sporulation | 1.11e-01

more examples and case studies of gene profiles using various
tailored vocabularies.

Functional groupscan besummarized with text

We will demonstrate the capacity of this keyword-based rep-
resentation to recognize and summarize functionally coher-
ent gene groups. For a systematic evaluation, however, we
refer to Glenisson et al. [18]. We select from Figure 7 in
Spellman et al. [39] a set of 126 genes divided over 10 cell-
cycle specific functional groups (see Appendix). To quantify
how genes that are functionally ‘close’ are positioned in text
space, we define the average mutual distance, or within-
group coherence, in a group of genes G as

W = median({cos(gx, 91)k,i })

with gk, g1 gene members of G. To assess the significance
of this value a background distribution is generated by a
100-fold randomization for each of the groups. Functional
relatedness of a group of genes is then measured as a p-value
expressing the chance that the observed within-group coher-
ence is generated by this background distribution. Table 1
shows the resulting p-values for the 10 groups. Establishing
a p-value threshold at 0.05 we see that all groups but the
sporulation group are found coherent in text space, confirm-
ing that the keyword-based text representation is suited for
detecting functional gene groups.

To illustrate how the representation interrelates these groups,
we cluster the text profiles hierarchically with Ward’s method
[22] and plot the resulting dendrogram in Figure 2. We



see that the various metabolic processes (fatty acids, glyco-
sylation, methionine metabolism, nutrition and secretion)
are clustered closely together. This is no surprise since
metabolism is a highly integrated process. Individual meta-
bolic pathways are linked into complex networks through
common, shared substrates. Additionally, the majority of
these processes (oxidative phosphorylation, the citric acid
cycle, amino acid catabolism and fatty acid oxidation) share
the same subcellular location, namely the mitochondrion.
Cell cycle control, mitotic exit (one of the key events in
the cell cycle) and the formation of pseudohyphae (a re-
sponse to nitrogen starvation that is tightly controlled at
the G1/S transition of the cell cycle) are closely related
as expected. The processes of DNA repair and sporulation
are also linked together, most probably because a number
of proteins (RAD proteins), which are implicated in post-
replication repair and damage-induced mutagenesis, are also
required for sporulation by modulating the chromatin struc-
ture via histone ubiquitination.

To understand which features (terms) contribute most to
the coherence of a functional group, we illustrate the top
15 mean terms for the IDF text representation in Table 2.
For instance, for the cell cycle control group the most rel-
evant terms are ‘cyclin’, ‘cell cycle (regulation)’, ‘(protein)
kinase’, ‘G1’, ‘cdk’ and ‘mitosis’. These indeed are very
relevant terms in the context of the cell cycle since cyclins
and cyclin-dependent kinases (cdk’s) control the passage of
a cell through the cell cycle and the G1 and M (mitosis)
phase are two of the four phases that make up the cell cycle.
DNA repair, on the other hand, is a process that minimizes
cell killing, mutations, replication errors, persistence of DNA
damage and genomic instability due to recombinations. This
is reflected in the relevant terms we find for this group such
as ‘(DNA /mismatch/recombination) repair’, ‘DNA damage’
and ‘replication’.

Having shown how the text representation interrelates groups
of genes, quantifies for functional enrichment and provides
term-based summaries, we state that this type of textual
data can be placed on equal footing with other types of
data, most notably expression data. One important ques-
tion that arises when using expression data and textual in-
formation interchangeably (for example in data fusion), is in
which aspects the two data types differ. While expression
data tends to favor clusters of co-expression (e.g., phases in
the cell-cycle), textual data on the other hand enlightens a
more functional dimension of a gene group. In the next sec-
tion we will treat how we integrate both data types into an
augmented data structure.

4. MIXING HETEROGENEOUSDATA VIA
META-ANALYSIS

With multiple information sources simultaneously available,
it is a challenging question how to conduct integrated ex-
ploratory analyses of microarray data with the aim of ex-
tracting more information than from the expression mea-
surements alone. More specifically, we wish to investigate
how combining text-based information (essentially captur-
ing functional relatedness) with expression data (registering
co-expression) can add biological significance to the over-
all clustering analysis. Here we propose two ways of data
combination (see b in Figure 1). Both belong to a class of
integration methods sometimes referred to as ‘intermediate’

Table 2: Highest scoring terms for two selected cell-cycle
groups
Cell Cycle Terms | Weight | DNA repair Terms | Weight
cyclin | 0,275 repair | 0,262
cell_cycl | 0,201 mismatch_repair | 0,203

gl | 0,192 dna_damag | 0,200
kinas | 0,158 dna_repair | 0,198
bud | 0,141 recombin | 0,190

progress | 0,120 dna | 0,171

phase | 0,116 checkpoint | 0,160
mitosi | 0,106 pathwai | 0,150
cdk | 0,106 damag | 0,149
cell_cycl_regul | 0,101 homolog | 0,147
control | 0,095 replic | 0,146
transcript_factor | 0,095 sensit | 0,144
start | 0,083 recombin_repair | 0,135
protein_kinas | 0,082 genet | 0,133
transition | 0,081 uv | 0,133
DATA TEXT
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Figure 3: Various ways to integrate expression data and text

integration. Whereas ‘early’ integration appends two (or
more) types of data and passes it to a learning algorithm, ‘in-
termediate’ integration creates one variable-to-variable dis-
similarity matrices for each data type, combines them and
finally passes the result to a learning algorithm. ‘Late’ in-
tegration involves a separate, rather sequential, analysis of
the various data types [29]. Here we present and discuss
two integration methodologies, whereas in Section 6 we will
further show how they contribute to an improved clustering
of expression data.

Linear combination of distance matrices

With distance matrices, D, for both expression and litera-
ture data at hand (see Figure 1), the most obvious solution
to merge information, is to add the distance information for
each pair of genes together in a new matrix

Dlntegr — (1 _ )\)DDtha + )\DTezt’

with A a parameter controlling the importance of the textual
information in this case. The rationale behind this proce-
dure is that dissimilarity between two genes can be prop-
erly expressed after appropriate preprocessing and choice of
distance measures in each information space. When using
the 1 — cos distance measure in both spaces (or any type
of covariation measure), the intermediate integration can be
shown to be equivalent with combining the two original data
matrices early on. Suppose that we have two data matrices
A and B such that ||B(4,:)|| = C - ||A(,:)] for all i. For



Figure 4: Histograms of mutual gene distances in expression
space (left) and text space (right)

every two genes ¢, 7 we can then compute that
cos([A(i, 1) B(i,:)], [A(4, ) B(4, 1)]) =

Tlm{cos(A(i, ), AG,5)) + cos(B(i,2), BU,2)}

where the square brackets denote a horizontal concatenation

of the rowvectors and C' = ,/ ﬁ This means that in case

of 1 — cos distance, we can see A ~ C as a scaling constant
between the norms of the data- and text representations.
The choice for A is typically governed by the confidence at-
tributed to either of the two data types. However, even
when distance measures span the same range, some caution
is required. In Figure 4 we plot the histograms of all mu-
tual distances for the data and text representations. We
observe a much sharper distribution towards 1 for the text-
based distances, meaning that, for example, A = 0.5 does
not correspond to an equal contribution of both sources in
the mixed representation. Rather, this setting will favor the
expression data over the text representation. Although not
necessarily detrimental, this scaling issue invokes additional
problems on the transparency of A (see also Section 6) as
most choices will appear increasingly ad hoc given this ob-
servation.

Fisher’s omnibusto combine evidence

To overcome some of the scaling problems introduced in pre-
vious section, we transform all entries in the distance matri-
ces D to p-values by computing one-sided cumulative distri-
bution function (cdf) values for each distance value in both
representations. Once p-values are available, we are freed
from the distribution of the data they are generated from
and we can apply tools (called omnibus procedures) from
meta-analysis, that encompass a set of classical statistical
techniques to combine evidence from multiple sources [28].
We use Fisher’s omnibus method to combine the p-values
derived for each expression-based and text-based distance.
The combined statistic

Data Text

S =—-2logp —2logp ,

follows a x2-distribution and we use the resulting p-values as
entries in the combined distance matrix. We note that this
method can be generalized by adding weights analogous to A,
but we do not further explore this option in this manuscript.

5. MOTIF SCORING AS
INDEPENDENT EVALUATION

Especially when combining multiple data types, establishing
a convincing evaluation framework is a tedious task. Indeed,
as clustering gene expression data constitutes an ‘ill-posed’
problem in the sense that definite objectives are often hard
to define, labor-intensive biological evaluations are required
and usually have to start from educated guesses on good
cluster parameterizations. Especially when experimenting
in silico with various methodologies or parameterizations,
quantitative methods for cluster validation can be of great
help in choosing ‘good’ solutions. A wide range of tech-
niques, each formulating the optimality principle differently,
already exist to validate genome-wide clusterings. Data-
based scores such as the Figure Of Merit [47], the Rand in-
dex [48], the Silhouette-coefficient [22] [31], the Gap-statistic
[43] or the local stability-based method [3], estimate good
solutions based on the statistical properties of the clustered
data. However, these classes of scores suffer from the draw-
back that validation is performed on the same data that
produced the clusters, without taking into account biolog-
ical constraints. We choose to adopt the motif stance to
interpret the results (indicated as (c) in Figure 1).

Over the last years there has been a great activity in detect-
ing regulatory signals (or motifs) in upstream regions of co-
expressed genes [45][6][10][11]. However, exploring multiple
clustering results over various parameterizations in terms of
motifs involves a lot of overhead in assessing biological rel-
evance to each of the results (for example, see Gasch et al.
[13], where the authors validated extensively their proposed
clustering method in terms of regulation patterns). We thus
observe that (1) purely data-based scores do not necessarily
correlate well with clustering solutions that group motifs in
a consistent way and (2) most current ways to evaluate gene
groupings in terms of motifs are limited to manual inves-
tigation of statistically enriched clusters, but none of them
provide a one-shot estimate of the relevance of all patterns
found in the upstream promotor regions in a whole cluster-
ing solution. This supported our motivation for the develop-
ment of a motif-based heuristic to economize on biological
validations when the parameter-space is prohibitively large.
A common strategy to evaluate a given gene grouping in
terms of its ability to capture the underlying genomic expres-
sion program, is to conduct a detailed analysis of a number
of individual clusters in terms of sequence motifs that consis-
tently appear in the transcriptional control regions. As the
number of parameterizations of various cluster algorithms
hampers an exhaustive manual evaluation in terms of up-
stream sequence patterns, we develop a score based on the
p-values contained in a cluster-by-motif matrix, that mea-
sures the amount of biological evidence present in a single
clustering result. We are using the score to check how in-
tegrating text-based information with microarray data can
reveal gene groupings with overall motif enrichments that
are not detectable, in the same setup, by expression data
alone. As we investigate numerous ways and parameteriza-
tions to combine and cluster the data, the proposed M-score
(cfr. infra) proves a useful tool in detecting promising di-
rections.

Before we introduce the heuristic, we formulate the three bi-
ological assumptions it is built on. Given a cluster-by-motif
matrix P containing p-values describing binomial overrepre-



sentations of all motifs in each cluster, we assume that

e a motif is less interesting when it (significantly) occurs
in many clusters;

e provided the set of M motifs is large enough, a cluster
that contains a large proportion of the motifs is less
likely to be biologically relevant;

e a ‘too large’ number of clusters is less likely to re-
flect the true biological diversity underlying the ex-
periment.

The proposed heuristic balances between these three criteria
and is defined as follows:

1o & M k
M-score = — log log - P(i,
k;; (f{l..lw}ei) (f{1..k}9j) 6.4)

where f{1.a}e; is the number of (significantly) found mo-
tifs contained in cluster 4, f{1. x}5; is the (significant) occur-
rences of motif j over all k clusters and P(i,5) the p-value

for the motif j in cluster i. The term 10g(m) can be

seen as an inverse motif frequency, while log(ﬁ) can
kY25

be considered as an inverse cluster frequency, analogous to
weighting scheme terminology in Section 3. They smoothly
disfavor groupings with clusters containing too much signifi-
cant motifs (typically if a cluster is too large) and groupings
in which motifs are too much distributed over all clusters
(typically if clusters are too small). The formulated assump-
tions that underpin the heuristic constitute a simplification
of reality and therefore the M-score cannot be seen as an
absolute quantification of biological relevance.
Nevertheless, when exploring the effect of multiple cluster-
ing parameterizations and algorithms in terms of detecting
regulatory patterns over an entire data set, it provides useful
clues for further investigation. Figure 5, for example, shows
the behavior of the M-score over the number of clusters,
k for yeast microarray data. Ward’s hierarchical clustering
was applied on the 1—cos distance matrix stemming from the
variance-normalized expression data described in Section 2.
We see maximum values around k=12, indicating this is
the parameter region of interest in terms of motifs. In work
published elsewhere we discuss more extensively how regions
around this value of k yield good biological clusters. In this
work, however, we are less interested in determining optimal
k in motif space. Rather, our focus is more on the differ-
ence between cluster results generated by purely expression
data versus clusters originating from text-augmented data
representations. In the next Section, the M-score is used
to explore these differences and is connected to a biological
discussion.

6. META-CLUSTERING OF EXPRESSION
AND KEYWORDS

As gene expression data is inherently noisy and often er-
roneous, we wish to examine how its joint analysis with
functional information embedded in the literature, can ex-
tract information not apparent when using solely the mi-
croarray experiment. We test how clustering the augmented
representations, presented in Section 4, improves the gene
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Figure 5: M-score versus number of clusters, k, on yeast
expression data. Hierarchical clustering was performed on
variance-normalized data using the 1—cos distance measure.
We see a peak around k=12.

groupings in terms of the M-score. We construct a con-
trolled experiment geared at eliminating, as much as possi-
ble, variation due to differences in initializations, parameter
settings or methodological choices. As partitioning method
we have therefore chosen standard hierarchical clustering
(Ward’s method), (a) because it takes dissimilarity matrices
as input, (b) for its deterministic nature and (c) for the com-
putational advantage to use the same solution when consid-
ering multiple numbers of clusters through the cut-off value
k. In both text- and data spaces the 1 — cos distance mea-
sure is used. We show results for both types of integration.
In case we combine distance matrices in a linear way with
A = 0.5, the difference in M-scores for k£ = 3..30 are shown
in Figure 6. For larger k£ the results are less significant in
terms of the M-score (see Figure 5) and do not contribute
to extra insight. From a first look at the scatter plot we
learn that augmenting expression data with literature infor-
mation has a positive effect on the biological significance
of the overall clustering result. As mentioned before we
should proceed with some caution as, due the distributional
characteristics (see Section 4) that imply a scaling effect in
favor of the expression data, the setting of A corresponds
here to the situation where text acts as a ‘prior’ instead of
an ‘equivalent’ information source. This is not necessarily
bad and addresses in a sense our original goal, so we accept
this result for illustrative purposes. We obtained similar re-
sults for a variety of other linear combinations, including
an explicit ‘data’-dependent setting for A where text-based
relations are only allowed to contribute positively (and not
overrule strong expression-based relations).

In Figure 7, we depict the corresponding scatter plot when
the p-value transformed distance data are combined via Fi-
sher’s method. Also here we notice, at first sight, a signif-
icant improvement of the M-score when fusing data. How-
ever, it is highly unlikely that the underlying structure of
both the simple and merged data are exactly the same.
We should therefore determine an optimal value for k from
within each data type and compare these. We use a slightly
modified version of the stability-based method of Ben-Hur
et al. [3] to determine the optimal number of clusters for ex-
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Figure 6: Motif Scores of hierarchical clusterings for vari-
ous cutoffs k, applied on expression matrices (z-axis) versus
combined expression/text distance matrices (y-axis). Both
data types were integrated by calculating the linear combi-
nation of the distances with A=0.5. We note that in prac-
tice this setting boils down to using the text as a prior, not
equivalent information source.

pression data and text-augmented data. Briefly, the authors
use the distribution of pairwise similarity between cluster-
ings of subsamples of a data set as a measure of cluster
stability. We have chosen this method for its exploratory
nature and its ability to exploit the computational advan-
tages of hierarchical clustering as outlined above. To make
their method work with increased efficiency on genome-wide
expression data, we apply it in two iterations: firstly, we
determine an initial number of stable gene clusters which
hardly exceeds five, even in the most liberal analysis (re-
sults not shown). Secondly, we apply the stability method
on each of these gene clusters yielding the stability diagrams
plotted in Figure 8 and 9. For the expression data we liber-
ally estimate an ‘optimal’ k = 18, for combined data we find
k = 14. The Rand index [20], which quantifies the difference
between pure data and text-augmented clustering attains a
value of 0.857 indicating a pronounced difference. We note
that, although the stability procedure can be applied in dif-
ferent ways (e.g., in more than two iterations and starting
from smaller k), we converged to similar results.

For the clustering on pure data, 18 clusters are obtained
of which five show a periodic profile and an enrichment of
relevant motifs (see Figure 10): Cluster 16 is characterized
by the occurrence of ECB motifs (Early cell Cycle Box),
specific for the M/G1 phase [42][39] and Met31-32p motifs,
involved in the biosynthesis of methionine and specific for
the S phase [42]. The expression profile (Figure 12) con-
firms the observed phase specificity, peaking from the late
S to the M phase. Additionally, the cell cycle specificity,
the observed phase-specificity and the motif results for this
cluster are supported by the text profile of the cluster with
high-scoring terms such as 'methionine’ (Met31-32p), ‘cell
cycle’; ‘bud’, ‘spindle pole body’, ‘DNA replication’, ‘MCM’
and ‘kinetochore’ (ECB) (see Appendix). In the S phase,
DNA replication takes place, small buds develop and spin-
dle formation starts. In the M phase spindle assembly takes
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Figure 7: Motif Scores of hierarchical clusterings for vari-
ous cutoffs k, applied on expression matrices (z-axis) versus
combined expression/text distance matrices (y-axis). Both
data types were integrated by combining p-values derived
from the corresponding distance matrices. This setup suf-
fers much less from scaling problems. For k=18 we discuss
the clustering result in case of the data representation; for
k=14 we discuss the clustering result in case of the inte-
grated representation.

Figure 8: Stability diagram for expression data to determine
underlying cluster structure (number of clusters) from data.
Taking the last cdf profile separated from the continuum we
estimate from this figure the optimal number of clusters to
be {3,5,3, 3,4}, a total of 18.

Figure 9: Stability diagram for combined data to determine
underlying cluster structure from data. Taking the last cdf
profile separated from the continuum we estimate from this
figure the optimal number of clusters to be {2,2,4,3,3}, a
total of 14.



place and the buds reach full size. Cluster 13 shows an en-
richment of the G1/S-specific MCB (Mlul cell Cycle Box)
and Mbpl motifs. The latter is related to DNA replication
and repair. The phase specificity is confirmed by the ex-
pression and text profiles of the cluster and by the results
of Tavazoie et al. [42] and Lee et al. [23]. High-scoring
terms such as ‘cyclin’, ‘cell cycle’; ‘bud’; ‘G1’, ‘mismatch
repair’ and ‘DNA replication’ are related to the presence of
MCB and Mbpl motifs. Cluster 11 shows enrichment for
binding motifs for the Fkh2 and Ndd1 transcription factors,
which are known to cooperate during the G2 phase to acti-
vate mitosis [23]. The text profile of the cluster reflects the
presence of observed motifs with high-scoring terms such as
‘mitosis’, ‘cell cycle’, ‘checkpoint’, ‘exit’,... Other peri-
odic clusters with relevant motifs are cluster 12 (MATA +
ICRE) and cluster 3 (Ace2). Additionally, the clustering on
pure data yielded three non-periodic clusters with relevant
motifs: cluster 1 (GCN4), cluster 8 (Rapl) and cluster 10
(M3b + M13) (results not shown in detail).

The integrated clustering resulted in 14 clusters, of which
three more or less periodic and four non-periodic contain
relevant motifs (see Figure 11). Since the expression pro-
files represent the data, it was to be expected that the ex-
pression profiles of the integrated clustering are more dif-
fuse and the phase-specificity of the clusters is less obvious.
This can be seen in clusters 3 and 4, which contain a mix
of cell-cycle specific genes of different phase-specificity (see
Figure 12). Cluster 3 contains the genes involved in spin-
dle pole body formation and assembly (see Figure 13) while
cell-cycle specific genes involved in DNA replication and re-
pair are grouped in cluster 4 (see Figure 14). However, the
former does not correspond to cluster 16 of the data clus-
tering. It groups a small number of spindle related genes
from cluster 16 with those of clusters 11 and 15, meaning
that although the phase specificity of the expression profile
of the cluster decreases, the functional coherence improves
by adding text. The latter largely corresponds to cluster 13
of the data clustering. As the formation, duplication and
assembly of spindle pole bodies are not limited to a single
phase of the cell cycle, it is not surprising that adding text
diminishes the phase specificity of the clusters. However,
it is not necessarily biologically more relevant to focus on
phase specificity (and thus purely on the data). If one is
really interested in obtaining phase-specific clusters rather
than functionally coherent clusters, the results would only
be improved by extending the vocabulary with terms and es-
pecially phrases that are very specific to the different phases
of the cell cycle by making a clear distinction between e.g.,
spindle pole body formation and spindle duplication. In GO
these concepts are registered as ‘spindle assembly’ and ‘spin-
dle pole body duplication’ and unless they are reported as
such in literature, only the constituting keywords are rec-
ognized in the text. An improved detection of multi-word
terms (or phrases) could address this problem partially.
Some new interesting clusters are found by the integrated
clustering, such as e.g., cluster 2 (see Figure 12), which is
enriched in Cbflp, Met31-32p, Gend and Pho4 motifs, all
implicated in amino acid biosynthesis. This cluster was also
found in Tavazoie et al. [42] and Spellman et al. [39] and
not in the data clustering. Mixing data with literature does
not have an effect on all clusters since, for instance, clus-
ter 10 of the data clustering corresponds completely with
cluster 11 of the integrated clustering (results not shown in

Visualization of motif enrichment per cluster for clustering using expression data

Ace2

CRE
Chilp
Chi1p_Tay
ECB

Rapl
Rap1_short
SCB
SCB_Tav|
STRE
STRE Tay
Ste12
Swid

TCs

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Figure 10: Visualization of motif enrichment for solely ex-
pression data (k=18 as obtained from stability analysis)
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Figure 11: Visualization of motif enrichment for combined
data (k=14 as obtained from stability analysis)

detail). This means that one of the possible applications of
text clustering is to define functionally coherent clusters of
genes that participate in the same biological process.

These results show that clustering can benefit from the com-
bination of text and data, provided that the vocabulary and
representation used is accurate enough to represent the con-
text of the experiment. In the next section we will further
refine this contention.

7. DISCUSSION

One important question that arises when using expression
data and textual information interchangeably, is in which
aspects the two data types differ. While expression data
tends to favor clusters of co-expression (e.g., phases in the
cell-cycle), textual data on the other hand enlightens a more
functional dimension of a gene group — a point also made
by Gibbons et al. [14]. The integration of both data types
resulted in an important change of the overall cluster struc-
ture. Whereas some relevant cell-cycle clusters were con-
served, many integrated clusters were functionally more co-
herent, sometimes at the expense of periodicity of the clus-
ter’s expression profile.

The driving mechanism behind these observations was the
combination of the p-value-transformed distances via the
omnibus procedure. Although a simple linear combination
of distances displayed similar improvements on the M-score,
scaling issues obstructed a proper interpretation of A. With
both data types treated on equal footing in the p-value frame-
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Figure 12: Expression profiles of selected clusters from data

and integrated representation

HIGH VAR HIGH MEAN

spindl 0.278882 | bud 0.226285
kinetochor 0.250023 | spindl 0.171286
spindl_pole_bodi 0.236027 | local 0.159229
cell_wall 0.226688 | mitosi 0.156946
microtubul 0.194394 kinas 0.14824
cyclin 0.193914 | cell_wall 0.138849
mitosi 0.162758 protein_kinas 0.138191
protein_kinas 0.160291 pathwai 0.134683
checkpoint 0.145511 microtubul 0.133344
chitin_synthas 0.143479 cell_cycl 0.131113
exit 0.136722 | interact 0.12839
kinas 0.127968 spind|_pole_bodi 0.11128
actin 0.127831 growth 0.109426
pheromon 0.126682 | cytokinesi 0.108362
chromosom_segreg 0.126634 similar 0.105415
cytokinesi 0.122829 | mate 0.102808
bud 0.120365 | control 0.101183
mate 0.119343 | actin 0.098981
septin 0.117745 | mitot 0.098705
anaphas 0.111895 | anaphas 0.098267

Figure 13: Text profile of integrated cluster 3

HIGH VAR HIGH MEAN

histon 0.342419 dna_replic 0.211602
mismatch_repair 0.335956 replic 0.208549
dna_replic 0.227205 dna 0.173777
repair 0.204761 chromosom 0.172932
mcm 0.200666 repair 0.169267
replic 0.198757 histon 0.156778
telomer 0.191474 cell_cycl 0.148061
silenc 0.169843 interact 0.139872
checkpoint 0.159154 recombin 0.132105
origin_recognit_complex 0.156091 dna_damag 0.130207
dna_damag 0.148969 chromatin 0.126907
cyclin 0.148843 phase 0.124381
h3 0.144585 telomer 0.118727
dna_helicas 0.124562 transcript 0.115341
h2a 0.120983 homolog 0.113384
h4 0.120232 pathwai 0.112039
histon_deacetylas 0.118849 sensit 0.106808
recombin 0.113289 initi 0.104553
telomeras 0.109237 increas 0.102753
h2b 0.105534 checkpoint 0.102711

Figure 14: Text profile of integrated cluster 4

work — typically used to combine evidence coming from re-
peated experiments — we faced the question to which extent
pairwise relations from the data were enhanced, or obfus-
cated, by adding text. The emergence of significant motifs
that did not appear previously in the controlled setup con-
firmed the net beneficial effect of our approach. However,
as pointed out in Section 3, the present keyword-based rep-
resentation has its limitations and pushes forward several
important issues for future improvements:

Phrases To balance between complexity and efficiency, we
chose GO as a perspective to the literature-encoded
information. However, many open questions exist on
what to choose as an atomic entity for the text index
(be it a stemmed word, a phrase, a concept,...), an
issue already illustrated by Lewis [25]. We acknowl-
edge that a more accurate handling of phrases and syn-
onyms would improve the interpretability of the text
profiles.

GO structure It remains an open question whether a fur-
ther subdivision of the domain vocabulary according
to the top-level GO branch — molecular function, bio-
logical process and subcellular location — would elim-
inate spurious associations between genes stemming
from terms reminiscent of molecular function such as
‘kinase’ or ‘enzyme’.

Genes with multiple function As a gene with multiple
functions will display a more diverse text profile, its
pairwise similarity to another gene will be weaker than
similarity between two genes sharing a unique func-
tion. Proper function disambiguation requires some
form of contextual information (e.g., by using terms
describing the experimental setup or by using neigh-
boring genes in a given space as in Raychaudhuri et al.
[34]).

Spurious abstracts Curated literature annotations are not
perfect and abstracts describing genetic properties, se-
quencing efforts or irrelevant mutational analysis reg-
ularly occur. Document classification strategies as in
Leonard et al. [24] and Raychaudhuri et al. [35][34]
already accommodate well for this problem.

Negations Although negative assertions are an important
source of information, they require more parsing-related
techniques.

Hence, improvements on how the text model represents bi-
ological function will directly affect the quality of the inte-
grated representation. Likewise, advances on how to gener-
ate more reliable expression data, how to calculate more ac-
curate similarities between expression profiles or how to gen-
erate better cluster patterns, will exert their influence on the
integration. For example, we mainly worked with the cosine-
based (and Euclidean-based — though not shown here) dis-
tances in expression space and witnessed cases where text
overcame the limitations of these choices. However, mea-
sures that combine the advantages of Euclidean and corre-
lation based distances exist (e.g., see Bickel [4]). Incorpo-
rating such modifications, we expect similar overall trends
when applying our framework, but it is yet unclear in which
aspect the results will differ.



We have demonstrated in our controlled experiment how fus-
ing data changes the clustering results such that expression,
text and motif profiles remain biologically relevant. The
choice to validate results in motif space was driven by the
motivation to use data that was independent enough to draw
justified conclusions. We emphasize that the motif frame-
work addresses direct regulation of gene expression through
given transcription factors that bind on the motifs, and does
not aim at a full reconstruction of genetic networks. In re-
sponse to the overhead involved in checking many clustering
solutions on the presence of significant motifs, we developed
an intuitive heuristic that provides a rough one-shot quan-
tification of biological significance. It proved a useful tool
when having to economize on time-intensive biological evalu-
ations, typically requiring expert assistance or extensive con-
sultations of external databases. We additionally mention
that, although perhaps a more straightforward choice (see
e.g., Gibbons et al. [14] for a GO-based clustering score),
we did not use GO in our validation framework as it lies at
the basis of the domain vocabulary that acts as a perspec-
tive to the literature. Moreover, as information from GO
is partly built on information embedded in MEDLINE ab-
stracts, we might have ended up in circular confirmations of
truth. As multiple sources will be increasingly considered si-
multaneously, exploring correlations between ‘summarizing’
scores based on expression, GO [14], literature (Section 3;
[18][33]), pathways [49] or sequence [45] will be of increasing
importance.

Finally, we observed that fusing heterogeneous distance ma-
trices requires caution in terms of scaling problems. We cir-
cumvented this issue by transforming distances to p-values
allowing a statistically more principled integration of text
and data. However, it has not escaped our attention that
distance matrices can alternatively be regarded as linear
kernels and could thus be generalized to nonlinear cases.
Rather than combining kernels as proposed, other exten-
sions such as Canonical Correlations Analysis (CCA) as in
Yamanishi et al. [46] could be envisioned. We conclude
that although a joint analysis of heterogeneous data — ex-
emplified in this paper with expression data and text-based
information — poses several thresholds to successful experi-
mentation, it has rewarding effects when trying to overcome
the uncertain nature of large-scale genomic data.
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