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Abstract

Soccer games analysis has so far been done only by watching the recording of the game and making
remarks about the interesting elements in it. There is no exact data to use, let alone detailed and
quantitative analysis of player and team performances and tactics.

This paper proposes a different approach to match analysis, using cameras and computers to
extract player coordinates throughout the whole match. Once we have the coordinates database,
any statistics can be inferred, e.g. on individual player performance (position, speed, acceleration,
field coverage, etc.) as well as on team tactics (players’ complementarity, cohesion, field coverage,
etc.).

)
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1 Overview

In this paper we propose a full technological process for match analysis. As it is a proposal, not all the
steps are implemented and there are still problems to be tackied. But the potential of such an analysis
method is huge, as will be pointed out.

The process by which we obtain the desired analysis and statistics of a soccer match has several steps:
match taping, digitising the video, coordinate extraction, and full analysis on the coordinates database,
Each of these steps will be described in the following, The whole process is depicted in Figure 1.

PiayarTracker Stati stics

Coordinaies
detebase

Digitized video

Figure 1: The whole analysis process.
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2 Match taping and digitisation

We start from the video recording of a soccer match on tape. ‘Taping of the match is done with four
fixed cameras from the four corners of the field (Figure 2), each surveying & quarter (in order to get
sufficient video quality for the next step). The cameras are fixed, static ones, This is required in order
to calculate the mapping between the position of the player in the image and its real position on the
field.
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Figure 2: Camera positions for match taping,

After the whole match is recorded on tape, it has to be digitised and stored as a video file (avi).
Once we have the digital recording of the match, the coordinate extraction tool can be applied.

The digitised videos can have any resolution as far as the extraction tool is concerned, but there
are limitations due to the minimum image quality needed for being able to identify the players in the
images. For digitisation we used Dazzle MovieStar (www.dazzle.com), a very easy-to-use multimedia -
tool that uses some dedicated hardware to do digitisation and video compression in real time. Some
parameters that we used in the digitisation process are: MPEG-2 video encoder, image size not bigger
than 720x480 pixels, a sampling rate of 25 frames per second, and colour depth of 24 bits per pixel.

The processing of these images does not run in real time. The application is run on a computer
with a 500 MHz processor and 512MB of RAM, using an image processing algorithm that achieves a
comproinise between accuracy and speed, resulting in a processing rate of ten frames per second, that
is, 2.5 times slower than real time. )

3 Coordinate extraction

PlayerTracker is a tool that we developed especially for this step of the process, i.e. coordinates extrac-
tion. It uses the images digitised in the previous step. Those images are processed and the players are
automatically tracked throughout the match. The coordinates of the players are saved in a database for
exploitation in the next step (analysis).

The PlayerTracker’s objective is to obtain the coordinates of the players, the referee and the ball
during the match, This tool makes use of image processing techniques to track each player during the
whole match and compute their positions on the field in every frame of the video recording.

The coordinate extraction process is a cycle. A frame is taken from the video, players are detected
in this frame, and the real coordinates of these players on the real field are computed and saved in the
database. After this we move on to the next frame.

To make the detection easier and faster, player position information from the previous frame is used
to detect the players in the current frame. We make use of two rectangles to track each player: one
rectangle has the dimensions of the player and is centred on the player, the second bigger rectangle
is given such dimensjons that the player cannot exit that rectangle in between two consecutive frames
(because of physical limitations).
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In the beginning, some user interaction is needed for initialisation. The user must specify the mapping
between the field in the perspective view of the video and the real field. This mapping will be used to
translate the detected player position from image coordinates to real physical coordinates on the field.
Next, because information from a previous frame is not available, the user has to initialise the system
by interactively placing (e.g. mouse click and drag in the image) the tracking rectangles on the players.
Then, the detection is done automatically (apart from some exceptions that will be discussed later in
this paper). The system after the initialisation phase is shown in Figure 3. The three players to be
tracked (left image) are indicated by the tracking rectangles. Their physical positions on the field are
computed and visualised in the “virtual” top view of the field (right image).

Figure 3: The detection system after initialisation.

Using the tracking rectangles makes the detection faster and more robust because each player is
searched for only inside their own rectangle, and not in the whole frame image.

For each player the same detection process is applied. The image inside the bigger tracking rect-
angle is preprocessed (smoothing, contrast enhancement). Then image processing and object detection
algorithms are used for the detection of the player.

The algorithms used to detect a player in a rectangle employ different image processing techniques for
contrast enhancement, smoothing, edge detection (Sobel and Prewitt operators) and segmentation [2].
The actual detection algorithms are based on pattern matching, histogram analysis, dynamic thresh-
olding, etc. Their performance differs and is dependent on the image quality. The images on which the
'tests were made are not of very high quality, because one of the objectives of our project is to keep the

‘whole procedure at low cost, so the images were taken with ordinary cameras.

The detection can be performed either on gray-scale or on colour images. One of the algorithms for
gray-scale images with its subsequent steps (a. initial image; b. noise elimination with a Max kernel
and enlargement of the object; c. gray scale stretching, contrast enhancement; d. binarisation, object
detection is straightforward) is exemplified in Figure 4.

Figure 4: Player detection in gray-scale images (a. initial image; b. noise elimination with a Max kernel
and enlargement of the object; c. gray scale stretching, contrast enhancement; d. binarisation).

An example of player detection algorithm for colour images is the detection by histogram comparison.
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The small detection rectangle parses the bigger rectangle, and for each position its colour histogram js
computed and it is compared with the reference histogram of the empty field. The position for which
the histogram is the most distant, from the reference is considered to be the player.

In Figure 5 an example of the histograms for the reference and player rectangles is given. Histograms
are computed on the inner tracking rectangle, and displayed separately for each of the three colour
components (R, G, B). Reference image histograms are more peak-like because they are quite uniform
(green); player histograms are less uniform due to equipment color.

Hiztoquamt veakaat:on

Figure 5: Histogram comparison between the reference image (ﬁrst-row) and the player image (second
row).

Several metrics to compute the “distance” between two colour histograms were taken into consider-
ation. One is the Kullback-Leibner distance [1] that is widely used in probability distribution problems.
This is ()

n
D(p,g)= ) p(n) *log 2(—”5,
neX 7
where p and ¢ are two discrete distributions over the domain X.

In this case, the two distributions are the concatenated colour histograms (R,G,B) of the reference
(grass) and the player image at the current position of the detection rectangle.

However, because of the computational complexity of this metric, a simpler one was chosen:

D(RH,CH)= > (IRHr[i)~ CHrli] + |RHgli) - CHgli)| + [RHb[3) — CHb[i]|)
i€[0,255}

where RHr, RHg, RHb are the R, G, B histograms of the reference (grass) image, and CHr, CH g,
CHb are the R, G, B histograms of the detection rectangle at the current position.

After having obtained the position of the player in the current frame in the video, the mapping
to the real field coordinates is used to compute the player’s real position on the field. These real field
coordinates are then saved in the database,

The mapping function maps the perspective polygonal view of the scaled field onto the real rectan-
gular field. The user is required to graphically make the correspondence between the field lines in the
image and field projection during the initialisation phase.

Of course there are also some problems in the process and not everything goes smoothly from
one whistle to another. Player collisions make this task more difficult than it seems. Some algorithms
were developed to deal with several of the collision situations, but for some cases user interaction is still
needed, Figure 6 shows an example of how the software deals with the collision problem. The application
detects when a collision is about to occur (tracked players are lost) and displays a warning (Figure 6a).
If a collision has occurred (Figure 6b)} the detection is stopped with the tracking rectangles in the last
known positions and the user has to reinitialise the colliding players.
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a. b.

Figure 6: Player collision solving,

The algorithms for player collision solving are based on previous player positions, multiple cameras
information, player equipment colour, But if the colliding players overlap completely in the image, the
detection process cannot discriminate between them.

Collisions are detected from the intersections of the tracking rectangles. If the inner rectangles of
two players intersect more than a certain percentage (a threshold), a collision is signalled and the
corresponding solving algorithms are enabled.

One type of collision solving is to use two cameras surveying the same portion of the field, While for
one camera two players appear to collide because they are on the same line with the camera, the other
camera from a different angle can clearly differentiate between them.

One such situation is shown in Figure 7, as well as the way in which two cameras with different
orientations can solve this problem. Two players are tracked in this examples (each player’s number
is displayed at the bottom of the tracking rectangle; in Figure 7 the players with numbers 1 and 2
are tracked). Figure 7a shows the two players from the viewpoint of the first camera (the two players
are colliding). Viewing the same scene from the viewpoint of the second camers {Figure 7b}, the two
players can clearly be discriminated. Figure 7¢c shows the rea] field positions of the two players, computed
uging information from both cameras (here numbers in the figure specify the two cameras surveying the
gorresponding regions; the two crosses show the player positions).

Figure 7: Collision solving with two cameras; a. first camera; b. second camera.

Even if players are not colliding, the two cameras are useful for a more precise computation of the
real player position on the field (player positions on the field are displayed in Figure 7c). Normally, there
are small errors in the mapping from image to real field, and these can be corrected a certain amount
by averaging in between the coordinates computed from the two different cameras (sensor fusion).
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4 Analysis based on the coordinates database

Once the coordinates are extracted, quantitative game analysis can be performed (different analysing
methods that can be priceless to soccer coaches), and a virtual reconstruction of the match can be made
for analysis, entertainment or commercial purposes. :

Al kinds of statistics can be calculated such as: field coverage, total distance run by a player, velocity,
acceleration, ball possession percentage, ball losses, etc.

Even tactics can be built in. There is, for instance, a claim that when you take the polygon that
wraps the defensive players (the “convex hull”) and calculate its centre of gravity, and you do the same
thing for the offensive players of the other team, you can determine, by the relative position of the body
mass point if there is danger for a counter-attack [3]. The coach can then be alerted about this situation
and give the team directions to be careful in the future. The player polygon can easily be drawn from
the player coordinates at each moment of the game, and displayed as in Figure 8.

2 first team player

] B second team player

w player polugor: fine

Figure 8: The player polygon (“convex hull”) is the smallest polygon that encloses all players of a team,

Another possible use of the coordinates is 3D replay. A situation can be replayed and the user can
have a look at the scenario from all angles {e.g. how did the goal-keeper see the ball).

A first scheme of what kind of analysis can be performed once the coordinates are extracted is given
below to emphasise the importance of this process. This is a kind of knowledge tree with respect to
possible kinds of analysis:

Analysis scope:

— per player

— per group of players
— attack
— midfield
— defence

—per team

—per club

Time horizon:
— per phase
— per a priors defined game period
— per game
— over different games
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Statistics: _
— ball possession per team
— time/position tensor
— tracking the line-up through a match (4:4:2 or 3:2:5 or 5:2:3)

Markov model:
— gives the a posteriori statistics of passes
— by deriving the Markov model of both teams:
— ball possession, loss and recuperation can be quantified
— per group of players a passing matrix can be made to show their complementarity

Goal keeper:
— visualise the goal attempts on his goal
— distant or close shots / good or bad keeper reactions
— preferential directions

Per individual player:
— physical condition
~— run distance
— speed profiles
— double acceleration
—— explosivity
— run lines
— position per unit of time
— strategy and tactical insight of the game:
— goes deep in the field
— works hard .
— can anticipate well (e.g. positioning with respect to the others)

For the referee:
. — track/monitor the referee performance

{ ~— position on the field in relation to field situations

£ .
This is only a coarse categorisation of possible analysis methods, and the elements mentioned above

will be detailed and completed.

5 Future work

In the future there will be two distinct approaches for the tracking. The use of fixed cameras has proven
to be useful and will be improved, but also moving cameras will enter the scene. The use of the moving
cameras is already tested in reality for ball tracking purposes. Here the pan and tilt of the camera is
measured using the optical mouse principle.

Another use for the moving camers is to determine the exact identity of a player after a collision
that may have caused a switch of identity. Therefore, the moving camera scans the field and if a player
whose identity is uncertain is found, the camera follows him until the back number ‘can be read.
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