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Abstract

L this paper, some geometrically inspired concepls are studied for
the identilication of nodels for nulbtivariable linear time invariant
systems Trotn noisy input-output observations. Starting From a
fundainentat highly structured input-outputl matrix equution, it
is shown how the singular value decomposition allows Lo estimate
the arder of the observable part of the system and its state space
model matrices. Moreover, conditions for persistency of excitation
of the inputs and the behavior of the algorithin when the data are
perturhed by noise, can easily be studied from a geometrical point
of view, The singular values allow Lo quantify tliese concepts. An
example with an industrial plant identification is presented.

Keywords : Linear and Total linear keast squares, canonical cor-
relation identilication.

1 Introduction

Selection and identitication of approprinte mathematical repre.
sentations are of central importance in the analysiy, design and
control of multivariable systems. With access only to the external
input-vutputhehavior of a multivariable dypamical process, the in-
ternal structure fother than a priosi asswined time invariance and
linearity) heing unkunown, the problem of constructing a model
is a highly non-trivial task. Because of this complexity, reliable
and robust general purpose identification scheines have not yet be-
©orome a standard tool. In most cases, {experilnental) observations
on the input-output behavior of the system under normat operat-
ing conditions are readily available. ‘The most obvious choice for a
mathematical nodel is in a lot of cases a stale space representtation
since Lhe major part of modern system and control theory, such
as the design of ohservers, filters and optimal controtlers regards
this very efficient and compact representation.

ln this paper, new geomelrically inspired identification schemes
will be presented. They make use of the nuierically reliable key
technique of the singular value decomposition and altew to es-
timate the order of the system under study and 1o idemtity jts
state space model matrices, from possihly noise corrupted nwbtiple
tnpul-oulput measurements. No a priori paramelrizalion, which
nay be il-comlitioned with respect to ideatifivit ion, i required.

I section 2, sume general properties of dynamiv systems are
stated, including the fundamental input-outputl equation, wlere-

from in seetion 3 three different identification approaches are de-
duced : a linear least squares (section 3.1} and a total linear least

squares {section 3.2} approach and finally a canonical correlation
approach (section 3.3). Finally seclion 4 gives an example of an

industrial plant identification.

2 Dynamic systems

We now state some general properties that will be used throughout
the sequek. )

2.1 State space model

We consider linear, discrete time, time-invariant systems with in
inputs and I outpuls, with state space representation :

efk + 1)
ulk]

Vectors ufk], ylk} and zfk] denote the input,ouiput and state at
time &, the dimension of £{&] being the minimal system order n,
A, B, C and I are the unkaown system: matrices to be ideutilied,
making use enly of measured 1/0-sequences ulk], ulk + 1],... and
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2.2 Input-output equation

Equation ( 2) can easily be extended to a generaf structured 1/0O-

equation :
o= Ti X+ H Uy (3)

¥ is a block Hankel matrix {7 block rows, j colunuis) coulnining
Lhe consecutive outputs : .
{plk] is w { % 1 vector, where { s the munber of outputs)

wit] ik + 1) ik +j -1 *
sk + 1 uk+2] . ylk 4 )
Vo = | b+ ik + 3] slE+j+1)

ylk+i= 1) ylk+i) vik+i+i-1
P is an extended observability tnatrix ¢
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A contains consecutive state vectors :

X = felb] 2k + t) el + 2 .., zh + j - 1))
He is a lower triangular Toeplitz malrix containing the Markov
paraneters ;

D v 0 ()
o] p ] 0
4o CAB B 0
! CA’B  (CAB 9] 0
CA'T:B CA-3B CA-4B ... D

Finally )y is a block Hankel matrix with the sanie block dimen-
sions as ¥, bul now containing the consecutive inputs. {u[k]is a
m % | veclor, where m is the number of inputs}

ulk] ufk + 1] ulk + j - i
Wk w2 L ufk+ )
Un = | ufk+ 2] ulk 4+ 1}

ulk + 3} ...

alk+i— 1] ulk + i) ulk 4 j 4 i~

Proof: straightforward hy repeated substitution.
s}

Instead of going into details, we lousely state thal § and J
should he closen "sufficiently large” so as to salisly certain condi-
tions, and in particutar § » max{mi, L} {"very rectangular” block
Hankel Malrices).

2.3  Rank property

Let H denote the concatenaljon of Yy and Uy, :

N
u_[uh]

then, generically {see below), the foltowing theorem lolds.

Theorem 1
rank(H ) = rank{{},) + n {4}

vhere nots the system order {vbservable part). Or, when U, has
Sull row vank :
rank{H) = mi+n (h}

Fur & prouf see ilf

2.4  Persistent excitation

The singwlar values of Uy, serve as quanlitative measures for the
degree of persistency of excitation of the input sequence. Loosely
speaking, Lhe inpul sequence has to he persistently exciting in
order to *excite’ all mudes of the systems, Whea the wateix ), is
(nearly) rank deficient (sonse singular values are smali) the input
sequence js 'poor’ in that it (almost) consists of a finite number of
coniplex exponentials. When the singular values are all {almost)
equal, the input sequence tends lo he 'white’ noise . Also for an
mpulsive input, the singalar values are all equal (5i50}.

3 Identification strategies

Three diflerenl identification approaches can now be derived from
the input-oulput equation 3 : a linear Jenst squares {section 3.1}
and a total linear Jeast squares (section 3.2) approach and finatly
a canonical correlation approach {section 3.3).

3.1 Linear least squares identification

Let Ut he any j x (1 — rank{U,}) matrix satlsfying .04 = 0.
1/Q-equation 3, postiudtiplied by U1, then reveals

Ve Ut = m ot

Consider the SVD of ¥,.Ut = P.5.Q"' . Under mild conditiens,
rank(§) = n and there exists a non-singular n x n waleix R such
that: P = PR This implies that a realization of the state trag-
sition matrix and the output matrix of the form RVARC.R
cin be perfornied in a shilar way as in Kung's realization ulgo-
rithn by exploiting the so-called shift structure 5,1). The matrices
£7'.8 and D follow from a set of linear equations [1,6). In [1] it
is shown that this identification approach corresponds to a linear
least squares version for identification problems where the input
is noiselree wlile the output is noisy. The row space of the output
Block tlankel matrix is orthogonalized with respect to the input
block Haukel tow space . Examples can be Tound jn {1,6,2].

3.2 Total linear least squares identification

Lt & very similar way (the 1/O-equation shoudd now be premulti-
plied by s orthegonal complament ) the fidlowing result can he
obtained {prool ondtted Tor brevity). Let the §VI of

Yo _| Pu P S 0 o'
AU T Py Py 0 0
where cank(S5)} = rank{{/,) + n and the partitioning of Lthe left

singular satrix is such that Py is a (5) x {mi + n) matrix. Then,
there exists a non-singular nxn wmalriz 1 sucl that ;

PP =1

where P} is any P + 0} x n wmatrix satisfying P . Pj, = 0.
This implies that a realization of the state transition matrix and
tive output mateix of the foem T4 AT, C.T can be performed in
a similar way as in Kung’s realization algorithny. The matrices
T-'.B and D follow From a set of linear equations [1,6). Centrary
to Lthe previous versions, this corresponds to a total lnear least
sipuares approxiniation of the multivariable identification probleny,
whiclt applies when both input and output are corrupled by the
sasie anount of noise [3,1). Considerable insight has heen gained
into the hehavior of the algorithn in noisy industrisd applications.
More details are foumd in [1,6,2].

3.3 Canonical correlation identification

The canonical correlation approach Lo the identification of a state
space maodel, is based upon the following lundamental ohservation
readily deduced from the 1/0-equation (for a proof see [2,7]). Lel
¥i, Uy be a output - input block Hankel pair { block dimensions
i X J} containing outpul- inpul measurements on a linear dynamic
systein up to time k and let Yz, U5 be another culput input hlock
Hankel pair of block dintensions & x Jy containing measuremnents




feams time & 4 1 on. If the rows of the matrix Z {with j coluns})
furm 4 hasis for the intersection of the row spaces of

HERH

o dim{spang,wZ) = rank(Z} = n

theun:

¢ there exists a non-singular i x n matrix £ such that

&= Rlebh v 1) ekt 2] ... ok + i

Hence, the matrix 7 is nothing but a state vector sequence
realization. Once such a sequence js available, tHw o}
madrices A, B LD fullow from the sel of linear etuAtions

A+ ) a5 ek
k] L B
that can be solved with TLLS of one of ils variations.

Hence, the 'ditficult® problew of identification of a linear
state space model has now been reduced to 2 SVD steps,
that may he implemented in a very streandined identification
algorithin. Adaptive versions for updating and downdaling
the QR- and SVYD lactorizations via a gliding window ap.
proach are actually being implemented, taking into account
the specitic structure of the matrices. For more detail, the
reader may wish Lo consult {2].

4 Real life example

The performance of the algorithn has been evaluated sn both sim-
ulates and industrial data sets. The follewing example is tue to
Prof, L.Guidorzi {University of Bologna, [4]}. The 1/0-sequence
was ohtained under norinal operating conditions of a (20 MW
power plant (Pont sur Sambre - France), a system with 5 inputs
and 3 oulputs, The jdentified muodels {for different system order
estinuates) were evaluated by coniparing original and simulated
wutpuls, using the original input signals and the identified model
{see Figures). These simulations demonstrate the remarkable ro.
bustuess of the idestilication scheme with respect to over- and
aderestinsation ol the systen: order.

5 Conclusions

In this paper, a survey was given of geometrical concepts for a
new identification strategy. The properties of the singular value
decomposition are exploited to compule a state space mode] from
noisy input-output observations, H is shown how the condition of
persistent excitation can be translated jn a geometrical framework.

Future work will be directed to a complete geometrical treat-
ment of the identification scheme and to efficient numerical imple-
ntentation of adaptive versions of the singular value decomnposition
fur structured inatrices.
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First inpwt, €y (Gas flow}, Third input, Qu (Super heater spray flow).
: .I : . ' ' H__:_‘f:—] 1] .
Second input, O, (Turbine valves opening). Fourth inpw, R, (Gas dampers).
b . . . p : .
Fifth input, @a (Air flow),
First output: Second Output: Third Output:
Steam Pressuyre Stean Temperature Reheat Steam Pressure
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Figure t : ldentification of a power plant : original and reconstructed oulputs for diflerent
system order eslimates.




