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Abstract

In this paper we show the nae of the quotient singular value decom-
position QSVD in the analysis of aspecis of multivariable systems
telative to one another, The Lo o-norm is introduced s a measure
for the largest 1atio of the ouiput signals of 2 maltiple input-multiple
cutput systems. It is shown how the Lg.o-norm can be computed.
Using the QSVD the direction of the worst ease input signal can be
found.
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Introduction

In this paper we will analyse some “directional” aspects of multi-
variable systems relative fo one another, The term 'directionality’
refers to the fact that multivariable sysiems possess properties that
vary spatially as well as with frequency ({5]). For one multiple input-
multiple outpot sysiem {MIMO), this concept of directionality ean
be made precise by the singular value decomporition (VD) (see e.g.
{6}, a5 was shown in e.g. [2}).

We will show how a generalisation of the SV D for iwo matrices,
called the quotient SVD (QSVD), can be used to study dizectional
sapeets of 7 transfer fonctions, relative {o one another.

The definition of the QSVD is given in section 2, Jis use in
analyxing the signal-to-signal zatio of 2 transfer matrices in explained
in section 3. In section 4 we introduce the Lg_oo-norm end the
Hg-c~notm and show how it can be calenlaiid. The ¢onclusions are
in section 8.

The QSVD
The QSVD siates that any pair of complex matrices with the same
number of columns, sy, A € C™*™ and B € C?*™ can be jointly
factorized ns
A=U.8.X!
B=08X?

where U, € C'*/ and U, € C**? are unitary, X € C™*™ is a noo-
singular square matriz and $, € R**™ and S} € R?*™ a1z matrices
with the following stracture:
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where 7y = ronk{4), ry = rank(B) sad g3 = rank( g ) b,

and Iy are diagonal matrices with strictly positive elements smaller
than 1, Call the diagonal elements of 8,, ay,. .., Qtn(1,my 20d those
of 5%, By~ 1 Baintp,m)- The pairs of real numben (an, &), § =
1,...,min(l, p,m} are called the quotient singular value paits and by
convention, we put

and order the pairs 10 that
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Figure 1: Twointerpretations of the oriented signal-1o-signal ratio for
transfes matrices,

These ratios will be called the guotient singulor values. Observe that
when A is singular, they may be 0 and when B is singular, they may
be infinite. The quolieni singnlar values {o1 Q-singular values) will
be denoted ar oy, where oy is the i** Q-singular value.

Signal-to-signal ratio
Firet we recapitulaie the signal-to-signal ratio for matrices. The def-
inition of the signal-to-signal ratic {SSR) is ({3)}:

Definition 1 The signol-to-signal ratio of 2 matrices iz the rotic of
the magnitudes of the oulputs when the some inpul unit vector is

applied o both:
R4, 8] = 124

Consider two madrices A and 2 with an ¢qual number of columns,
Using the QSVD it can be shown that, when 2 = 2y, the i*A colomn
of X, then -

R, (4, B} = %,‘

The directions of maximal and minimal SSR are given by the columns
of the matrix X in the Q8VD.decompostion, These directions are
nol orthegonal
Let us now look at the signal-fo-signal 1atio of 2 iransfer matrices
as & fanction of frequency, Two different situations can be considered
(see figuze 1), cither 2 systems with the same input
=My y=Hpu

ot 2 inputs with the same output
y= Hu + B,

In the first case the 2 transfer functions have the same input u bat
different outputs yy and y. For an interpretation assume that Hy is
& ‘good’ transfer matrix while Hy is a disturbing one, Obviously, we
would like the relative infiuence of u on ¢ to be small compared to
its influence on 3. Caleulate the QSVID at each frequency:

_ H](J) -, U;(I)S\(I)X-l 4

wo) = ( Hyls) )“(') = ( U;(J)SQ(J)X_lEIg )"(‘)
The signal-to-signal 1atio will be good if the Q-singular values are
small for all frequencies, The QSVD shows the size and the direc-
tion of the Jargest signal-to-signal ratio al each frequency. Ifin contral
application the output of the ‘bad” transfer function has to be min-
imixed relatively 1o the output of the *good’ transfer function, the
contro] engineer has to design & controller that maXes the Q-singular
values as small as possible over all frequencies. This is discussed fur-
ther.

In the second situation there axe different inputs uy snd u; and
one output y. Then we can write that

y=w+un=Hu+Huy
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The SSR isin this case » ratio of input signals. Suppose uy and
uy mre vecton of sinusoldal signals with the same frequency w. Call
uyy the input tignal that produces s unit notm output signal in the
direction g, when no input uy ls preaent. Define & similar uy,. Then
the 3SR in the outpul direction y, is the ratio of the norms of the
input signals y, and uy,, A SR value Jarger than 1 shows thal the
correaponding direction y is controlled relatively more by vy than by
uy. Or the same outpat signal y can be generated by a smaller signal
uy than uj.

For s control interpretation, suppose thal uy is the ‘good’ input while
us is the distubing cna. If p has to be controlled mainly by uy, o
controller haslo be dedigned thsi minimives the Quaingular values of
the pair {(Hi(iv), H3(dw)) at all frequencies,” ity

The Lg_c and Hg_o-norm
Now we are shle to generalise the L, -norm and Hy-norm for the
atio of the ouiputs of 2 transfer functions. A level set algorithm to
calculate the Lo o-nozm is aleo described.

Definition
Defluition 3 If Hi{s) and Ha{s) have an equal numbder of inpuly,
Hy(#) has ne imaginary poles and Hi(#) is of full column rank on the
jw-ozis, then the L. o -norm of the transfer matrices iz defined os
By
Hy

ﬂ = sup og (Hi(fw), Ha(jw)}
[ T wER

Deflnition 8 Jf Hi(s) and Hifs) have an equal number of inputs,
Hy(#) has no poles in the right half plane ond Ha(s} is of full column
rank on the right half plone, then the Hg_oo-norm of the transfer
maotrices 2 defined as

=]
Fs lg-w

When H; is stable and all tho xezos of Hy are in the open left ball
plane, then the Lg_ o and Hq...s-norm coincide.

In this section we assume that H; (the ‘inverted’ iransfer matrix)
is full rank on the jw-axis, otherwise the Hg. o-norm would become
oo or undefined.

lz:l)go oq {Hi{s), Hi(4))

A level set algorithm for Lq.,.-norm

In this ssction; we genezalise an algorithm due to Boyd {1} for the
computation ef the L. -norm, Here, we will follow a dmilar spproach.
Let (a,B) wilh a? 4 £' = 1 be & quoticnt singulsr value pair of the
pair of transfa matrices Hy(jw) and Hy(jw) i a certnin frequency

Hi{jw)

w where
Ha(jw} )

g: ) + ( g: )(J’u!.—A)"‘B

H{ju):(
- (

Theorem 1 Put

A4 0 o o 0 0
M.,z(o A'o)+(o c:o)
¢ 0 -4 o 0 -B
rs o Dyt 0 ¢ -G
X( ] -8 Dy ) ( 0 o -0 )
DI -Dia 0 ~B'p B'e ©

Suppote v = g is not & Q-singulor volue of the mairiz pair (D1, D),
then = jw fa an eigenvalue of M., if ond only if for rome i, o(Hy(jw), Ha{jw)) =
T
In case of discrete transfer matrices, a generalized eigenvalue prob-
lem bas fo be solved, This is stated in the next theorem:

Theorem 7 Define the neet fwo mairices:

PR T o 0 0
v, = (o A o J+3 €l 0 @
o 0 A o ¢ o
af 0 -1 -t G 0 Q0
x ¢ BI -~y ¢ 0 0
Dif ~Dia O ¢ -B'8 B'a
A 00 0 0 B
W, = ¢ I o +(o [}
[ 00 0
al ¢ ~hyN'yro - 0
x 0 Bl -D, [+ S 0
Mg -Dia 0 0 -B'8 Ba

Suppose {a,B) i1 not a Q-singuler volue poir of the matriz pair
(D:,Da).
Then /%7 iy a generalized eigenvalue of Vyz = /“TWyz if and

only if for some i, oy (Hi{e?*TY, Hy{e TN} = 7.

These theorems can be used fo develop a quadratic convergent
algorithm for computing the Lg_-norm as in [1]. Fizst experiments
in MATLAB show good convergence, For the sake of conciseness, the
details and farther applications are omilted.

Conclusions

In this article we showed how the QSVD can be used to study direc-
tional aspects of transfer matrices, relaiive to other transfer matrices.
Using the Lg_o-nozm we can find the Isrgest signal-to-signal ratio
as a function of frequency, This norm can be obtained with a level
sel algorithm. When the frequency atl which this occurs is found, the
dizection of the worst case input signal can also be determined, using
the QSVD,

The QSYD is only one member of a whole set of decompeoritions
of iwo and more matrices {{4]). So, one might also define other norma
for mote than 2 transfer matrices, However, in thal case the inter-
pretation of the result gels complicated,
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