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To the Editor: 

With great interest we read the article by Hartmann et al. (1) investigating whether it is 

possible to apply gene expression patterns in order to discriminate between ovarian tumors with early 

and late relapse after platinum-paclitaxel combination chemotherapy. Among others, the authors claim 

to have derived a 14-gene predictive model with an independent test set accuracy of 86% and a positive 

predictive value of 95%.  

However, after examination of the data analysis strategy of Hartmann et al., we noticed that 

the test set has been used to perform prior model selection and therefore cannot be called independent. 

Summarized and after data preprocessing, the authors constructed 100 support vector machine (SVM) 

models each based on a set of genes with the highest signal-to-noise ratio derived from a random 

selection (70% of 51 training samples) of the training set. Subsequently, these 100 models were all 

tested on the (wrongfully called independent) test set (28 samples) and the top model with the fewest 

prediction errors was selected and reported.  

Unfortunately, this selection implies that information from the test set was used to choose a 

model that optimally fits this particular test set but might perform worse on another and independently 

chosen test set. As a consequence the reported performance indices might be overestimated and will 

probably be impossible to reproduce on new prospective data. In our experience and due to the high-

dimensional nature of microarray data, even the slightest use of a so called independent test set (or the 

use of the left-out samples in cross-validation studies (2)) within the model building process will 

dramatically overestimate the performance of a classifier based on expression patterns. After model 

selection and in order to obtain a realistic estimate of the true performance, it is therefore imperative to 

test a new model on completely independent and prospective data (3). 

In order to substantiate our claims, we implemented a similar data analysis scheme in 

MATLAB (Release 13 – script can be obtained on request) based on 14-gene SVM models from LS-

SVMlab (Version 1.5 – http://www.esat.kuleuven.ac.be/sista/lssvmlab/) (4, 5). We subsequently 

applied our script on 10 randomly generated data sets each subdivided in a training and test set 

(expression levels uniformly and independently drawn between 0 and 1) with the same dimensions and 

composition as reported by Hartmann et al. For a true independent test set and since the random data 

does not contain any information about the process under study, one could expect an accuracy around 
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50%. However, the 10 test set accuracies returned by our MATLAB script (one for each training + test 

set) ranged between 71.43% and 82.14% and were significantly (P = 0.002; sign test) different from 

50%. Therefore, these results indicate that the procedure described in Hartmann et al. strongly 

overestimates the accuracy that can be expected on independent data. Also noteworthy was the 

observation that the accuracies on the (in this case truly independent) test set indeed varied around a 

mean of about 50% if the model selection step was omitted. In the latter case we considered all 1000 

models (100 models for each random data set) and not only the 10 models selected for their optimal 

performance on the test set. 

Finally, we want to mention that Hartmann et al. stated that the reported accuracy of 86% was 

very unlikely to occur by chance alone. This was – similarly as above – assessed by comparing this 

result with a series of test set accuracies obtained through random models (in this case generated by 

randomly permuting the outcome labels of the training set). However, this assessment only indicates 

that the reported accuracy is relatively better than the test set accuracies of the random models. Since 

our simulation showed that these values themselves are overestimated, this evaluation does not say 

anything about the validity of the absolute value of the reported accuracy of 86%. Nevertheless, this 

assessment seems to indicate that the expression patterns indeed contain information about the time of 

relapse after chemotherapy. 

In summary, we believe that the magnitude of the performance indices of the 14-gene model 

derived by Hartmann et al. will not be confirmed on a truly independent test set. In our opinion and in 

the absence of new prospective data to properly assess the current model, we believe that model 

training should be repeated using a method that refrains from exploiting any information from the test 

set. Only under these circumstances it is possible to correctly estimate the test set performance. 

Nowadays the authors have the choice between a wide variety of suitable classification methods that 

have been specifically developed for expression data and that are publicly available (as an example see 

Pochet et al. and Tibshirani et al. (3, 6)). 
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