
Future Data-driven Modelling

Johan A.K. Suykens
KU Leuven, ESAT-Stadius, Belgium

johan.suykens@esat.kuleuven.be

Abstract. In recent years there has been major progress in machine learning and
data-driven modelling. Powerful methods include deep learning, neural networks,
support  vector  machines  and kernel  methods.  Deep architectures  have  catched
large attention with convolutional neural networks,  stacked autoencoders,  deep
Boltzmann  machines  and  generative  adversarial  networks.  Support  vector
machines  on  the  other  hand  were  overcoming  the  issues  of  non-convexity
occurring in the training of neural networks. Moreover it has stimulated the wide
use of kernel-based approaches for different tasks in supervised, unsupervised and
semi-supervised learning. In this talk we will outline a unifying framework (see
Figure 1 and 2) with new synergies between deep learning, neural networks, least
squares support vector machines and kernel methods. An important role at this
point  is  played  by  different  duality  principles.  We  will  also  illustrate  with
examples on prediction of energy consumption,  black-box weather forecasting,
and community detection in large scale networks.

Figure 1:   Primal and dual model representations related to parametric and kernel-based models
(figure: ERC E-DUALITY)



Figure 2:   Existing schemes beyond the basic data-driven modelling level:  future data-driven models
should be able to handle also combinations of these (figure: ERC E-DUALITY)
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